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Abstract 

Several machine learning techniques were 
evaluated for the prediction of parameters relevant in 
pharmacology and drug discovery including rat and 
human microsomal intrinsic clearance as well as 
plasma protein binding represented as the fraction of 
unbound compound. The algorithms assessed in this 
study include artificial neural networks (ANN), 
support vector machines (SVM) with the extension for 
regression, kappa nearest neighbor (KNN), and 
Kohonen Networks. The data sets, obtained through 
literature data mining, were described through a series 
of scalar, two- and three-dimensional descriptors 
including 2-D and 3-D autocorrelation, and radial 
distribution function. The feature sets were optimized 
for each data set individually for each machine 
learning technique using sequential forward feature 
selection. The data sets range from 400 to 600 
compounds with experimentally determined values. 
Intrinsic clearance (CLint) is a measure of metabolism 
by cytochrome P-450 enzymes primarily in the vesicles 
of the smooth endoplasmic reticulum. These important 
enzymes contribute to the metabolism of an estimated 
75% of the most frequently prescribed drugs in the 
U.S. The fraction of unbound compound (fu) greatly 
influences pharmacokinetics, efficacy, and toxicology. 
In this study, machine learning models were 
constructed by systematically optimizing feature sets 
and algorithmic parameters to calculate these 
parameters of interest with cross validated 
correlation/RMSD values reaching 9.53 over the 
normalized data set. These fully in silico models are 
useful in guiding early stages of drug discovery, such as 
analogue prioritization prior to synthesis and biological 
testing while reducing costs associated with the in vitro 
determination of these parameters. These models are 
made freely available for academic use. 

1 Introduction 

During the 1990’s, poor pharmacokinetic and 
bioavailability properties accounted for approximately 
40% of drug candidate attrition during human trials[1].  A 
decade later, these properties accounted for approximately 
10% of attrition during human trials due to the 
implementation of early determination (pre-clinical) of 
drug metabolism and pharmacokinetics (DMPK) 
properties in the drug discovery workflow through both in 

vitro and in vivo studies.  While many proposed new 
chemical entities (NCE) are now eliminated in earlier 
stages, these preliminary studies are time consuming and 
add to the mounting real and opportunity costs which now 
approach an estimated $1.30 – $1.76 billion [2, 3].  Thus, 
the use of in silico models for the prediction of these 
DMPK properties trained on existing data would increase 
the efficiency of the drug discovery process while 
mitigating the costs[4].  Indeed, computational models can 
quickly assess large data sets of proposed molecules for 
DMPK parameters[5].   

Two important DMPK properties which are routinely 
determined in drug discovery are microsomal intrinsic 
clearance (CLint) and plasma protein binding as the 
fraction of unbound compound (fu).  CLint is a measure of 
metabolism primarily by cytochrome P-450 (CYP) 
enzymes in the vesicles of the smooth endoplasmic 
reticulum of hepatocytes.  CYP enzymes contribute to the 
metabolism of approximately 75% of the top 200 most 
prescribed drugs in the United States[6]. fu is an indication 
of the extent to which a compound binds to plasma 
proteins which influences to a large degree 
pharmacokinetics, efficacy, and toxicology in vivo [7, 8]. 

Previous work has proven machine learning techniques 
useful in the approximation of nonlinear separable data in 
Quantitative Structure Property Relationship (QSPR) 
studies [5, 9-12].  Here, we present several predictive 
models based on machine learning techniques for human 
and rat CLint as well as human and rat fu.  The machine 
learning techniques used include artificial neural 
networks[13], support vector machine with the extension 
for regression[14], kappa nearest neighbor[15], and 
Kohonen networks[16].  

2 Methods 

All descriptors calculated and machine learning 
algorithms used in this study are implemented in the in-
house C++ class library, the BioChemistry Library (BCL).  
CORINA, a 3rd-party 3D conformation generator, was 
used for the generation of 3D coordinates prior to 
descriptor calculations [17].     

 

 

 

2.1 Machine Learning Techniques 



2.1.a  Artificial Neural Network 

The utility of artificial neural networks (ANN) for 
classification is proven in chemistry and biology [18-21]. 
ANNs model the human brain, consisting of layers of 
nodes linked by weighted connections wji. Input data xi are 
summed by their weights, followed by the application of 
an activation function, and the output used as the input to 
the j-th neuron of the next layer.  

 

Figure 1: Schematic view of an ANN: Up to 1,284 
descriptors are used as training input. The activation 
function is applied to the weighted sum of the input data 
which serves as input to the next layer. The output describes 
the predicted value of that feature. 

For a common feed forward ANN with a single hidden 
layer, the training iteration would proceed as: 

𝑦𝑗 = 𝑓�𝑛𝑒𝑡𝑗� =  𝑓(∑ 𝑥𝑖𝑤𝑗𝑖)  1 ≤ 𝑗 ≤ 𝑛𝐻 𝑑
𝑖=1            (1) 

𝑧𝑘 = 𝑓(𝑛𝑒𝑡𝑘)  = 𝑓(∑ 𝑦𝑗𝑤𝑘𝑗) 1 ≤  𝑘 ≤  𝑐𝑛𝐻
𝑗=1            (2) 

where 𝑓(𝑥) is the activation function (commonly 
sigmoid), d is the number of features, nH is the number of 
hidden neurons, and c is the number of outputs. The 
difference between the calculated output zk, and the target 
value tk, provides the errors for back-propagation through 
the network: 

∆𝑤𝑘𝑗 =  𝜂(𝑡𝑘 −  𝑧𝑘) 𝑓′(𝑛𝑒𝑡𝑘)𝑦𝑗                                    (3) 

∆𝑤𝑗𝑖 =  𝜂�∑ 𝑤𝑘𝑗  �𝑡𝑘 – 𝑧𝑘�𝑓′(𝑛𝑒𝑡𝑘)𝑐
𝑘=1 �𝑓′�𝑛𝑒𝑡𝑗�𝑥𝑖  (4) 

The weight changes produced attempt to minimize the 
objective function (RMSD) between the predicted and 
target values,  

𝑅𝑀𝑆𝐷 = �∑ (𝑒𝑥𝑝𝑖−𝑝𝑟𝑒𝑑𝑖)2𝑛
𝑖=1

𝑛                (5) 

 In this study, the ANNs have up to 1284 inputs, 8 
hidden neurons, and one output (DMPK parameter of 
interest). The activation function of the neurons is the 
sigmoid function: 

𝑔(𝑥) = 1
1+𝑒−𝑥                                                                     (6) 

  

2.1.b  Support Vector Machine with extension 
for regression estimation  

SVM learning with extension for regression estimation 
[14] represents a supervised machine learning approach 
successfully applied in the past [5, 11, 12]. The core 
principles in SVR lay in  linear functions defined in high-
dimensional feature space [22], risk minimization 
according to Vapnik’s 𝜀 - intensive loss function, and 
structural risk minimization [23] of  a risk function 
consisting of the empirical error and the regularized term. 

The training data is described by (𝑥𝑖 ∈ 𝑋 ⊆ 𝑅𝑛 ,𝑦𝑖 ∈
𝑌 ⊆ 𝑅) with 𝑖 = 1, … , 𝑙 where 𝑙 is the total number of 
available input data pairs consisting of molecular 
descriptor data and the experimental DMPK property.  

Given a defined error threshold 𝜀, SVR seeks to 
approximates Vapnik’s insensitivity loss function through 
the definition of an 𝜀 – tube incorporating all data points of 
the given problem (see Fig X). The error is zero if the 
difference between the experimentally measured value and 
the predicted value is less than 𝜀. 

 
Figure 2: schematic depiction of a support vector epsilon 
tube. A function is approximated to incorporate as many 
data points as possible in an 𝜺 - wide tube. Outliers are 
penalized depending on the distance to the edge of the tube. 

Predicted values positioned within the 𝜀 - tube have an 
assigned error value of zero. On the opposite, data points 
outside the tube are panelized by the distance of the 
predicted value from the edge of the tube. The solution to 
the regression problem is obtained by minimizing the 
following function 𝐿: 

𝐿𝑤,𝜉,𝜉∗ = 1
2 ‖𝑤‖

2 + 𝐶�∑ 𝜉𝑖𝑙
𝑖=1 + ∑ 𝜉𝑖∗𝑙

𝑖=1 �                 (7)           

under constraints:  

𝑦𝑖 − 𝑔(𝑥,𝑤) ≤ 𝜀 + 𝜉𝑖    ,   𝑔(𝑥,𝑤) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖∗  
 and   𝜉𝑖(∗) ≥ 0             𝑖 = 1, … , 𝑙                                          
where the parameter 𝑤 describes a normal vector 

perpendicular to the separating hyperplane in the higher 



dimensional space. The slack variables 𝜉𝑖  and 𝜉𝑖∗are 
shown in Fig X for measurements above and below an 𝜀 - 
tube, respectively. Both slack variables are positive values 
and their magnitude can be controlled by the penalty 
parameter 𝐶. In this study the Radial Basis Function kernel  

            𝐾�𝑥𝑖 , 𝑥𝑗� = 𝑒−
�𝑥𝑖−𝑥𝑗�

2

2𝛾2                                    (8)                     

was applied as distance measure. The penalty 
constant 𝐶 determined the influence of the approximation 
error penalty. A grid search approach was conducted to 
optimize both parameters γ and 𝐶 using a monitoring 
dataset. 

2.1.c Kappa Nearest Neighbor 

Kappa nearest neighbor (KNN) was also utilized in this 
study[15, 24-27].  KNNs are an unsupervised learning 
algorithm using a distance function to calculate pair-wise 
distances between query points and reference points.  
Query points are those to be classified (Fig 3).  The query 
point is classified through a weighted average of the 
known output of its kappa nearest reference points. The 
distance measure used in this study was the Euclidean 
distance measure between feature vectors: 

𝑑(𝑥,𝑦) =  �∑ (𝑥𝑖 −  𝑦𝑖)2 𝑛
𝑖=1       (9) 

The reference activities were weighted as 1
d(x,y), and the 

value of kappa was optimized for each data set. 

 

 
Figure 3: Schematic view of KNN classification with k = 5 
nearest neighbors 

2.1.d  Kohonen Network 

The kohonen network represents an unsupervised 
learning algorithm. It is conceptually derived from 
artificial neural networks consisting of one input layer 
connected by weighted connections with a two 
dimensional grid of neurons, the kohonen network [28]. 

The training data defined by pairs of numerical 
molecular descriptor data 𝑥𝑖 and the respective 
experimental DMPK parameter 𝑦𝑖  (𝑥𝑖 ∈ 𝑋 ⊆ 𝑅𝑛 ,𝑦𝑖 ∈
𝑌 ⊆ 𝑅) with 𝑖 = 1, … , 𝑙 where 𝑙 is the total number of 
available input data pairs. 

For every training data point, a node most similar to 
the data point is determined for placement in the grid. 
Weight vectors are updated using the Gaussian kernel as a 
neighborhood function.  A radius of four neighboring 
nodes is considered.  

To determine the classification result of an unknown 
compound, the most similar node is determined and the 
average prediction values of all neighboring nodes are 
computed. 

 

Figure 4: Schematic view of a kohonen network showing the 
connectivity and involved network layer. 

2.2 Data Set Generation 

The data sets used in this study were obtained through 
literature search and data mining using the reaxys and 
pubmed.  The data sets ranged from 386 (human fu) to 601 
(rat CLint) as seen in Table I.   

TABLE I 
 DATA SET COMPOSITION 

Data Set Number Molecules 

Rat fu 388 
Human fu 386 

Rat CLint 601 

Human CLint 576 

 

Three-dimensional conformations for the molecules 
were generated.  The molecules in the data sets were then 
numerically encoded using transformation-invariant 
descriptors (Table II) which represent features for the 
machine learning techniques.     

2.3 Quality Measures 

The calculated RMSD (eq. 5) is used to evaluate the 
predictive power of the machine learning models.  
Specifically, the average RMSD of the cross-validated 
models for a feature set with n features is used. 
Additionally, the Pearson (𝑟𝑝) and Spearman 
(𝑟𝑠) correlation coefficients, are computed.  



𝑟𝑝/𝑠 = 𝑛∑(𝑒𝑥𝑝∗𝑝𝑟𝑒𝑑)−∑𝑒𝑥𝑝∑𝑝𝑟𝑒𝑑
��𝑛 ∑(𝑒𝑥𝑝2)−(∑𝑒𝑥𝑝)2��𝑛 ∑(𝑝𝑟𝑒𝑑2)−(∑𝑝𝑟𝑒𝑑)2�

   (10) 

In contrast to the Pearson correlation coefficient, the 
Spearman correlation coefficient takes the ranking of two 
dependent variables into account rather than their actual 
value. 

TABLE II 
 MOLECULAR DESCRIPTORS BY CATEGORY 

 Descriptor 
Name 

Description 

Scalar 

descriptors 
Weight Molecular weight of 

compound  
 HDon Number of hydrogen 

bonding acceptors derived 
from the sum of nitrogen 
and oxygen atoms in the 
molecule 

 HAcc Number of hydrogen 
bonding donors derived 
from the sum of N-H and 
O-H groups in the molecule 

 TPSA Topological polar surface 
area in [Å2] of the molecule 
derived from polar 2D 
fragments 

Vector 

descriptors 

Ident  weighted by atom 
identities 

2D 
Autocorrelation 

SigChg weighted by σ atom 
charges 

(11 descriptors) 
/ 

PiChg weighted by π atom 
charges 

3D 
Autocorrelation 

TotChg weighted by sum of σ and 
π charges 

 VCharge weighted by VCharge atom 
charges 

(12 descriptors) 
/ 

SigEN weighted by σ atom 
electronegativities 

Radial 
Distribution 

PiEN weighted by π atom 
electronegativities 

Function               
(48 descriptors) 

LpEN weighted by lone pair 
electronegativities 

 Polariz weighted by effective atom 
polarizabilities 

   
All molecular fingerprints are considered with and without 

van der Waals surface area weighting 
   

 

2.4 Feature Selection 

The BCL was used to generate 1284 descriptors in 60 
categories.  The 60 categories consist of scalar, 2D and 3D 
autocorrelation functions, radial distribution functions, and 
van der Waals surface area weighted variations of each of 
the non-scalar descriptors (see Table II). 

Sequential forward feature selection [29] was used for 
feature optimization for each machine learning technique 
individually.  Each feature set was trained with 5-fold 

cross-validation. The number of models generated during 
this process for each training method was 𝑐𝑣 ∗ 𝑛(𝑛+1)

2  
where n is the number of feature categories and cv is the 
number of cross validations.  Thus, 9150 models were 
trained for each machine learning algorithm on each data 
set during feature selection.  Upon identification of the 
optimized feature set for each algorithm, algorithm-
specific parameters were then optimized using a grid 
search with 5-fold cross-validation. 

3 Results 

During feature selection, ANNs were trained for 100 
epochs of simple back-propagation using η = 0.1 and α = 
0.5 with weight updates and the evaluation of RMSD 
every step using 5-fold cross validation.  Weight matrices 
were initialized randomly with values in the range [-0.1, 
0.1].  A grid search was performed to optimize eta and 
alpha parameters using the optimized feature set and 
trained 100 epochs using 5-fold cross validation (Table 
III).  Eighty percent of each data set was used as the 
training set while 10% was used for the monitoring data 
set and 10% for the test data set.   

TABLE III 
 OPTIMIZED PARAMETERS 

Data Set ANN (η/α) 

 

 

SVM (C/γ) KNN (k) 

Rat fu 0.25/0.015625 2.0/0.25 5 
Human fu 0.125/0.5 2.0/0.03125 24 

Rat CLint 0.03125/0.03125 0.25/0.25 14 

Human CLint 0.03125/0.0625 1.0/0.03125 16 

 

SVMs were trained using a C of 0.1 and γ of 0.5 during 
the feature optimization process. Upon identification of the 
optimal feature set, the cost and γ parameters were 
optimized using a grid search approach (Table III). The 
SVMs were trained 100 iterations and used 5-fold cross 
validation. Each iteration step accumulated up to 200 
support vectors.   

TABLE IV 
 MODEL CORRELATION RESULTS 

𝑟𝑆
𝑅𝑀𝑆𝐷 ( 𝑟𝑝

𝑅𝑀𝑆𝐷) FOR INDEPENDENT VALIDATION  
 

Machine Learning 

Method(s) 

Human  

fu 

Rat            

fu 

 

 

Human 

CLint 

Rat            

CLint 

ANN 8.87 (8.47) 9.2 (9.52) 1.34 (1.27) 1.46 (1.37) 

ANN/KNN 10.47 (9.74) 9.67 (9.41) 1.55 (1.48) 1.73 (1.67) 

ANN/KNN/Kohonen 9.69 (9.24) 9.49 (9.26) 1.65 (1.58) 1.79(1.71) 

ANN/KNN/Kohonen/SVM 9.47 (9.48) 9.16 (8.92) 1.63 (1.57) 1.6 (1.53) 

ANN/KNN/SVM 9.6 (9.81) 9.03 (8.80) 1.57 (1.51) 1.49 (1.43) 

ANN/Kohonen 8.65 (8.41) 9.1 (9.33) 1.58 (1.52) 1.69 (1.6) 

ANN/Kohonen/SVM 8.36 (8.80) 8.61 (8.74) 1.57 (1.51) 1.44 (1.37) 

ANN/SVM 7.75 (8.72) 8.04 (8.31) 1.44 (1.39) 1.2 (1.12) 

KNN 10.31 (9.62) 8.74 (8.28) 1.45 (1.38) 1.57 (1.54) 

KNN/Kohonen 9.29 (9.03) 8.91 (8.59) 1.67 (1.6) 1.69 (1.64) 



 

Figure 5: Correlation plots are shown for the machine learning 
models with the highest predictive power as determined by 𝒓𝒑

𝑹𝑹𝑹𝑹 for 
a) human fu (ANN/KNN),  b) rat fu (ANN/KNN),  c) human CLint 
(KNN/Kohonen/SVM), and  d) rat CLint  (ANN/KNN/Kohonen) , 
respectively. The selected models are shown in bold in Table IV. 

KNN/Kohonen/SVM 9.08 (9.37) 8.46 (8.18) 1.67(1.61) 1.48 (1.44) 

KNN/SVM 8.9 (9.63) 7.84 (7.47) 1.61 (1.53) 1.29 (1.27) 

Kohonen 7.42 (7.56) 7.79 (8.22) 1.62 (1.57) 1.51 (1.45) 

Kohonen/SVM 7.24 (8.28) 7.1 (7.49) 1.61 (1.56) 1.22 (1.16) 

SVM 5.04 (6.64) 3.35 (2.48) 1.46 (1.41) 0.03 (0.04) 

 

KNNs were trained by optimizing kappa, the number 
of neighbors to consider, during feature selection from k=1 
to k=25 using 5-fold cross validation (Table III).  Eighty 
percent of each data set was used as reference features 
while 10% were queried as the monitoring data set.  The 
remaining 10% was then used as a test set.   

Kohonen networks were trained using a grid of 10x10 
nodes.  An ensemble model approach was then 
investigated by using all combinations of optimized 
models to arrive at single best predictors for each data set.  
This approach provided the best models in terms of 
correlation. The resulting 𝑟𝑃

𝑅𝑀𝑆𝐷 and 𝑟𝑆
𝑅𝑀𝑆𝐷 values are listed in 

Table IV with correlations plots shown for each of the best 
predicting models in Figure 5. 

 
4 Conclusion 

Here, we present ensemble models based on machine 
learning techniques capable of predicting several 
parameters relevant to drug discovery.  We have shown 
that ensemble models are in some cases capable of 
outperforming single algorithms using artificial neural 

networks, support vector machines, kappa nearest 
neighbors, and kohonen networks. 

KNN algorithm consistently performs very well for all 
4 data sets examined. The predictors constructed during 
this study compare favorably against recent studies[30] 
and are of great utility in early drug discovery. The top 
scoring predictors for human and rat  fu, and human and 
rat CLint are ANN/KNN, ANN/KNN, KNN/ 
Kohonen/SVM, and ANN/KNN/Kohonen, respectively. 
These predictors will be made freely available through a 
web-interface accessible through www.meilerlab.org. 
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